
AD-A154 878 SIGMIA -A STOCHASTIC-INTEGRATION GLOBAL MINIMIZATION i/i
ALGORITHn U) WISCONSIN UNIv MADISON MATHEMATICS

RESEARCH CENTER F ALUFFI-PENTINI ET AL. MAR 85

UNCLASSIFIED MRC-TSR-2806 DAJA37-81 C 8748 F/G 9/2 N

sI



111119

111111.25 11 1.4 1.6

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963-A

'1. * % *%g



MRC Technical Summary Report #2806

00

q* SIGMA - A STOCHASTIC-INTEGRATION

in GLOBAL MINIMIZATION ALGORITHM

Filippo Aluffi-Pentini,
Valeria Parisi and
Francesco Zirilli

- *M

Mathematics Research Center
University of Wisconsin-Madison
610 Walnut Street
Madison, Wisconsin 53705

March 1985

* (Received December 13, 1984)

LJ
Approved for public release

Li.. Distribution uniimite1"I D T IC
A ELECT

Fwsored by JUN1 1985M

U. S. Army Research office U
P. 0. Box 12211

Research Triangle ParkG
North Carolina 27709

R5 06 10 171



UNIVERSITY OF WISCONSIN - MADISON

I*eSw uim r MATHEMATICS RESEARCH CENTER

meAN 13 1 SIGMA - A STOCHASTIC-INTEGRATION

f1Uh r'0 V GLOBAL MINIMIZATION ALGORITHM
TUstifltatn I

Filippo Aluffi-Pentini** ***

Distribut.o/ lerio Parisi and Francesco Zirilli

Availability 
Codes a " rT

Avatl andlo . /Technical Summary Report #2806Dist 8poa l .I.

copy March 1985

ABSTRACT

The SIGMA package is a set of FORTRAN subprograms, using double-

precision floating-point arithmetics, which attempts to find a global

minimizer of a real-valued function f(x) = f(x1, ... , xN ) of N

real variables x 1 , ... , XN.
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KSIGNIFICANCE AND EXPLANATION
The paper gives a detailed description of a FORTRAN IV program based on

a new method for finding a "global" (or "absolute") minimizer of a function

of N real variables, i.e. the point x in N-dimensional space (or possibly

one of the points) such that not only the function increases if one moves

away from x in any direction, ("local" or "relative" minimum), but also such

that no other point exists where f has a lower value.

The method, which was first proposed by the present authors In a paper

which is to appear in the Journal of Optimization Theory and Applications, is

based on ideas from statistical mechanics, and looks for a point of global

minimum by following the solution trajectories of a stochastic differential

equation representing the motion of particle (in N-space) under the action

of a potential field and of a random perturbing force.

The complete algorithm is described in detail the companion paper by

the same authors: A Global Optimization Algo using Stochastic Differ-

ential Equations, which also contai-nsaa-izMuary of the results of extensive

numerical testing.--

L >The tests were performed by running the program on an extensive set of

carefully selected test problems of varying difficulty, and the performance

was remarkably successful, even on very hard problems (e.g. problems with a

single point of global minimum and up to about O.10 0 points of non-global

It is finally to be noted that the majority of the optimization methods

presently available deal with the local optimization problem, and that no

methods of comparable power seem to be available in the field of global

optimization.

The program is essentially designed for portability on different types

of computers, since it meets the specifications of PFORT, a portable subset

of ANS FORTRAN developed at Bell Laboratories.

The responsibility for the wording and views expressed in this descriptive
summary lies with NRC, and not with the authors of this report.



SIGMA - A STOCHASTIC-INTEGRATION
GLOBAL MINIMIZATION ALGORITHM

Filippo Aluffi-Pentini ,

Valerlo Parisi and Francesco Zirilli

1. METHJD

The algorithm used by SIGIA is described in detail in ref. [1].

A global minimizer of f(x) is sought by monitoring the values

of f(x) along trajectories generated by a suitable discretization

of the stochastic differential equation

d_ - -Vf(_)dt + c(t)dw

with initial condition:

€_(0) -

where Vf is the gradient of f, w(t) is an N-dimensional standard

Wiener process, and the '"oise coefficient" e(t) is a positive func-

tion. The discretization has the form

&kl- -&k-hi-k + e(tk)* vl u, k a0,1,2,
~~& k- o?",..

where hk is the time integration steplength, -(& is computed as

a finite-differences approximation to the directional derivative of f

in a randomly chosen direction, and uk is a random s&ple from an N-

dimensional standard gaussian distribution.
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Ile consider the simultaneous evolution of a number NTRAi of tra-

jectories during an "observation period" having the duration of a given

number Np of time integration steps, and within which the noise coeffi-

cient c(t) of each trajectory is kept at a constant value ep, while

the steplength hk and the spatial increment Axk for computing i(_)

are automatically adjusted for each trajectory by the algorithm.

At the end of every observation period a comparison is made between

the trajectories: one of the trajectories is discarded, all other tra-

jectories are naturally continued in the next observation period, and one

of them is selected for "branching", that is for generating also a second

continuation trajectory which differs from the first one only in the start-

ing values for p and AXk, and is considered as having the same "past

history" of the first.

The number of NTRAJ of simultaneously evolving trajectories remains

therefore unaffected, and the second continuation trajectory takes the

place, from a program-implementation point of view, of the discarded tra-

jectory.

The set of simultaneous trajectories is considered as a single

trial, and the complete algorithm is a set of repeated trials. A single

trial is stopped, at the end of an observation period, if a maximun given

number NlPMAX of observation periods has been reached, or if all the

final values of f(x) (except for the discarded trajecton) are equal

(within numerical tolerances, and possibly at different points x) to

their minimum value fTFMIN ("uniform stop" at the level fTFMIN). In

the former case the trial is considered unsuccessful, while in the latter

case a comparison is made between the comron final function value fTRIIN

-2-
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and the current best minimum function value fOPT found so far from

algorithm start: if fTFMIN> fOFT the trial is again considered unsucces-

ful; and if fTFMIN = fOPT (within numerical tolerances) the trial is

considered successful at the level fOPT.

The trials are repeated with different operating conditions (initial

point .0, maximum trial length Np~jAX, seed of the noise generator,

policy for selecting the starting value for p in the second continua-

tion trajectory after branching, and trial-start value for c ) and the

complete algorithm is stopped - at the end of a trial - if a given

number NSUC  of uniform stops at the current fOPT level has been ob-

tained, or if a given maximum number NTRIAL of trials has been reached:

success of the algorithm is claimed if at least one uniform stop occurred

at the final value of fOPT.

-3-



2. DESCRIPTION OF THE PACKAGE

The algorithm used by SIGMA (see sect. 2 and ref. [1]) has been

coded in the form of a set of FORTRkN subprograms, using double-precision

floating-point arithmetics, which are described below.

2.1. Language

All the coding is written in FORTRAN IV and meets the specifications

of PFORT, a portable subset of A.N.S. FORTRAN (ref. [2]). The FORTRAN

implicit type definition for integers is used throughout; all non-integer

variables are double precision.

2.2. Description of the Subprograms

The SIG!,A package consists of a principal subroutine SIG1A, a set

of 27 auxiliary subroutines, INIT, RENIT, TRIAL, GMEVA, PERIOD, BRASI,

ORDER, CCIPAS, STEP, SSTEP, NEW, DERFOR, DERCEN, RCLOPT, STOOPT, RANGE,

INISCA, NOSCA, SEGSCA, VARSCA, CLb1SCA, ACTSCA, MOVSCk, UPDSCk, ALKNUT,

GAUSRV. LNITRV; a set of 7 auxiliary functions, IPREC, IPRECE, FUNC ,

ITOLCH, EIGSCAL, CHAOS, UNIFRN; and a driver subroutine SIVAl calling

SIGMIA. The subprograms are described below, The user interested only in

the use of SIGLA may jump to Section 3.

Ile may group the subprograms as follows.

a) Subprograms for the numerical integration: STEP, SSTEP, DERFOR,

DERCEN, FUNCTO, RANGE, ,WH. The value of the function f(x) is computed

- whenever required in the numerical integration process - by calling the

function FINCT0. FINCT0 rescales the variables by calling VARSCA (see d)),

calls RANGE to take care of the cases where the current point x is

-4-



outside the admissible range ([1], sect. 3.2.11) calls the user-supplied

function FLNCT (sect. 3.5.1) to compute f(x), and possibly updates the

best current function minimumn fpT and the corresponding minimizer x

by calling STOOPT (see c)). The basic step of the numerical integration

is performed by SSTEP which calls FLNCT0 to compute the value of£ f(),

and LNITRV (see e)) to compute the random direction along which the direc-

tional derivative is to be computed (see [1], sect. 3.2.2); the directional

derivatives are computed numerically by SSTEP, with forward or central

finite differences, by calling DERFOR or DERCE , which call FLWrT; the

first half-step ([1] , sect. 3.2.1) is accepted or rejected ([1], sect. 3.2.3)

by calling %ElsiJ which also provides the updated value of the time inte-

gration steplength hk; SSTEP also updates the cumulated scaling data ([1],

sect. 3.2.12) by calling CUASCA (see d)), and updates the spatial discreti-

zation increment Axk based on the results of calling ITOLCH. The second

half-step ([1], sect. 3.2.1) is performed by SSTEP by calling GAUSRV

(see e)) and can be accepted or rejected ([1], sect. 3.2.3). The subrou-

tine STEP performs the single integration step for each one of the simul-

taneous trajectories by repeatedly calling SSTEP.

b) Subprograms for the selection of the trajectories: BRASI, ORDER,

IPREC, IPRECE, COMPAS. The selection process for the trajectories ([1],

sect. 3.2.6) is performed by the subroutine BRASI. BRASI first updates

the trajectory data corresponding to the elapsed observation period, and

then asks for an ordering of the trajectories by calling ORDER. ORDER

obtains the ordering by comparing tw.;o trajectories on the basis of the

past history, (by calling IPREC), and of the value of the noise coefficient

C (by calling IPRECE) ([I], sect. 3.2.6). Based on the ordering provided

p
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by ORDER, BUSI

1) discards one of the trajectories

2) performs a branching on another trajectory, i.e. the

trajectory to be branched gives rise to two "continuation"

trajectories: the first one is unperturbed, and the second

one has modified values for cp and for the initial Axk;

the modified values are obtained from the old ones by means

of random multiplicative factors which are computed with the

aid of random number generator function CIV..OS (see e)).

Since, from a program implementation point of view, the new trajectory

is "moved" in the "position" of the discarded one, all the trajectory

parameters must be moved to the new position. This is performed directly

by BRASI for all the trajectory data, except for the scaling data which

are moved by MOVSCA (see d)). Finally BRASI calls CO.PAS in order to examine

the stored data about past trajectories from the point of view of their

utility to the only user of such data, which is the subroutine IPREC, and

irrelevant data are discarded.

c) Subprograms for general management of the complete algorithm:

SIGMA, INIT, REINIT, TRIAL, GENEVA, PERIOD, ITOLCH, RCLOPT, STOOPT.

GE*EVA performs the generation of the set of trajectory segments

corresponding to the current observation period and the final processing

and evaluation of the trajectories. GENEVA first updates the scaling

arrays containing A and b ([1], sect. 3.2.12) by calling SEGSCA and

LJPDSCA (see d)). The generation of the trajectory segments is performed

by GENEVA by calling PERIOD.

-6-
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PERIOD first computes the duration (in accepted steps) of the observation

period, computes all the integration steps by repeatedly calling STEP (see

a)) and finally performs the trajectory selection by calling BPASI (see b)).

Finally GENEVA determines some end-of-segment results (FPFIIN, FPF4AX,

XPFMIN, see sect. 3.5.2) using the rescaling capabilities of SEGSCA and

VARSCA (see d)).

The subroutine TRIAL generates a trial by repeatedly performing, for

every observation period,

a call to GENEVA which generates the simultaneous trajectory

segments, and performs the trajectory selection,

a (possible) call to PTSEG which performs end-of-segment output,

a check of the (trial) stopping criteria, with the aid of the

function ITOLCH,

a decision about activating or deactivating the scaling of the

variables (actions performed by calling ACTSCA or NVSCA).

The subroutine SlGIA is the principal subroutine of the package

and is the only one which must be called by the user (apart from the driver

SIGMAI, sect. 3.4).

SIGMA manages the execution of the complete algorithm, i.e. of a

sequence of repeated trials performed by varying a number of operating

conditions. SIGMA initializes the first trial by calling INIT, and the

other trials by calling REINIT.

For each trial the subroutine SIGMA

enables or prevents a future activation (within the current trial)

of the scaling of the variables by calling INISCA or NOSCA

actually executes the trial by calling TRIAL

-7-
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updates a number of parameters (using ITOLCH ar RCLOPT)

checks the algorithm-stopping criteria

possibly performs end-of-trial outputs by calling PTSEG, PTRIAL,

and PTKSUC (see 3.5.2)

The subroutine STOOPT and RCLOPT respectively "store" and "recall"

the current values of the best minimum FOPT and of the corresponding

minimizer XOPT.

d) Subprograms for rescaling the variables: INISCA, NOSCA, SEGSCA,

VARSCA, CUMSCA, ACTSCA, M)VSCA, UPDSCA, EIGSCA ([1], sect. 3.2.12).

INISCA initializes the comnon area /SCALE/ for the scaling data.

NOSC.A deactivates the rescaling.

SEGSCA selects the trajectory which must be rescaled.

VARSC computes the rescaled variables Ax + b.

CLMSCA stores cumulated statistical data on the ill-conditioning

of f(Ax+ b).

ACTSCA activates the rescaling.

INJVSCA moves the scaling data from the first to the second con-

tinuation of a branched trajectory.

UPDSCA updates the scaling matrix A and vector b by calling

EIGSCA and VARSCA.

EIGSCA computes the largest eigenvalue of a matrix used for rescal-

ing, starting from randomly chosen estimates (obtained by calling UNITRV)

of the corresponding eigenvector.

e) Subprograms for pseudo-random number generation: CaNOS, UNIPFRN,

ALK-\UT, GAUSRV, UNITRV.

-8-
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CJ-OS generates an element of a sequence of independent pseudo random

numbers, each one having one out of four possible probability distributions

(standard gaussian, standard Cauchy ([1], sect. 3.2.7), uniform in (-1,1)

or (0,1)) by calling UNIFRN.

UNIF RN generates an element of a sequence of independent pseudo-

random numbers uniformly distributed in (0,1), by calling ALK\Ur and

performing a further (nonlinear) randomization.

ALK'2UrT generates an element of a sequence of independent pseudo-

random numbers (algorithm of Mitchell and Moore, modified as suggested

by Brent, see ref. [3]).

GAUSRV generates an element of a sequence of independent pseudo-

random N-vectors, having an N-dimensional standard gaussian probability

distribution, by means of a rejection method, and based on uniformly

distributed (-1,1) pseudo-random numbers obtained by calling C-kOS.

UNITRV generates an element of a sequence of independent pseudo-

random N-vectors uniformly distributed on the unit sphere in RN.

-9-



1. C
2. C MAIN PROGRAM (SAMPLE VERSION)
3. C CALLS SIGMA VIA THE DRIVER SUBROUTINE SIGMA1
4. C
5. DOUBLE PRECISION XO, XMIN, FMIN
6. C
7. DIMENSION XO(2), XMIN(2)
8. C
9. C TEST PROBLEM DATA
10. C
11. C PROBLEM DIMENSION
12. N=2
13. C
14. C INITIAL POINT
15. XO(l) = O.DO
16. XO(2) - O.D0
17. C
18. C SET INPUT PARAMETERS
19. NSUC = 3
20. IPRINT =
21. C
22. C CALL DRIVER SUBROUTINE SIGMAl
23. CALL SIGMAI (N,X0,NSUCINPRINT,XMIN,FMIN,NFEV,IOUT)
24. C
25. STOP
26. END

27. DOUBLE PRECISION FUNCTION FUNCT (N,X)
28. C
29. C COMPUTES THE VALUE AT X OF THE SIX-HUMP CAMEL FUNCTION
30. C
31. DOUBLE PRECISION X,XX,YY
32. DIMENSION X(N)
33. XX = X(1)*X(1)
34. YY = X(2)*X(2)
35. FUNCT = ((XX/3.DO-2.1DO)*XX+4.DO)*XX+X(1)*X(2)
36. 1 + 4.DO*(YY-I.DO)*YY
37. RETURN
38. END

Figure 1 -- List of the Sample Program

-23-
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3.6. Storage Requirements

The SIGMA package contains a total of about 1900 statements (includ-

ing sore 700 comment lines). This amounts on the ASCII FORTRkN compiler

(with optimization option) of the UNIVAC EXEC 8 operating system to a stor-

age requirement of about 4000 (36-bit) words for the instructions, about

3500 words for the data, and about 14,000 words for the COMMON area. The

requirement for the array dimensions are 4N 36-bit words.

3.7. Example

Let N = 2, x = (xl,x 2) T , and consider the six-humps camel func-
tion f(x) 1 1 - 2.1 xI  4 2 4x- 4x2 which has four non-

global minima, and two global minima at x = ± (-0.089842, 0.71266)T where

f = -1.03163. The sample program listed in fig. 1, which uses the easy-

to-use driver SIQO1Al, was run on a UNIVAC 1100/82 computer with EXEC8

operating system (level 38R5) and ASCII FORTRAN compiler (version 10RIA),

starting from L0 - (0 , 0)T and with NSUC = 3.

The program claimed success (IOUT = 1) stopping correctly at one of

the global minimizers, using 19660 function evaluations. The printout showed

that if NSUC had been equal to 1 (resp. 2), the mininum would have been

found with only 2697 (resp. 8343) function evaluations.

ACKNOILEDGEMENT: One of us (F.Z.) gratefully acknowledges the hospitality

and the support of the Mathematics Research Center of the University of

Wisconsin and of the Department of Mathematical Sciences of Rice University

where part of this work was done.
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IISTOPI - 1 relative difference criterion satisfied

- 2 absolute difference criterion satisfied

- 3 both criteria satisfied

The sign of ISTOP indicates the relationship between the end-of-trial

value FTFIIN and the best current minimum value FOPT (which is updated

whenever a fuction value is Computed).

ISTOP > 0 FTMIN is numerically equal (with respect to at

least one of the above difference criteria) to FOPT.

ISTOP < 0 FTFMIN is not even nmerically equal to POPT (and

therefore cannot be considered an acceptable estimated

global minimua).

ISTOPT is the value of the trial stopping indicator ISTOP correspond-

ing to the (current or past) trial where FTFOPT was obtained, with

the sign which is updated according to the comparison between FM PT

and the present value of K)PT, as described above. The final value

of ISTOPT is returned by SIM't as the value of the output indicator

IOUr (utenever the algorithm was started, lOUT 0 -99, see above).

The subroutine definition statement of PTKSUC is

SUROUTINE KSUC 0KSU

where

KSUC is the integer variable (1 KSUC < NSUC)

defined above.

If IPRINT < 0 no calls are made to the output subroutines.

A user not interested in the use of any one of the output subrou-

tines must provide the corresponding dummy subroutine (with RETURN as

the only executable statement) in order to avoid unresolved references

problems.

-21-n lMIMI



FOPT is the current best minimum value of f found"from algorithm

start (fOPT) (FOPT is updated whenever a function value f(x)

is computed).

FTrMIN, FTRtAX are respectively the minimum and the maximum value

of f(x) among the end-of-trial values obtained at the final

points of the last trajectories of the current trial (fTanA'

fTFMIN ) "

FrFOPT is current minimum value of FTFMIN among the trials which

did not stop due to the stopping condition related to NPMAX

(stopping indicator ISTOP - 0, see below). FTFOPT is used by

SIGD4A to compute the input parameter KSUC for the subroutines

PTKSUC, see below,

ISTOP is the indicator of the stopping condition of the trial, as

follows:

ISTOP = 0 The maximun number ! PMAX of observation periods

has been reached.

ISTOP 0 all the final values of f(x) of the last obser-

vation period (except for the just discarded tra-

jectory) are close enough to their conmon minimum

value FPFIIN, with respect to an absolute or rela-

tive difference criterion, ([1], sect. 3.2.13),

to be considered numerically equal.

If ISTOP 0 the absolute value and the sign of ISTOP have the

following meaning:

The absolute value indicates which of the difference criteria

was satisfied

-20-
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taken place, if NSUC (input parameter to SIGIA) had been given a (lower)

value, equal to the current KSUC.

The subroutine PTKSUC is called only if IPRINT 0 0 and KSUC < NSC.

The subroutine definition statement of PTSEG is

SUBROUTINE PTSEG (N, XPRIN, FPFMIN, FPIflAX, KP, NFEV)

where

N is the dimension of the problem

FPFMIN and FPFMAX are respectively the minimum and the maximum Value of

f(x) among the values obtained at the final points of the trajec-

tory segments of the current observation period (excluding the dis-

carded trajectory).

XPlIIN is the N-vector containing the coordinates of the final point

(or possibly one of the points) where the function value FPFBIIN

was obtained.

KP is the total number of elapsed observation periods in the current

trial.

NFEV is the total number of function evaluations performed from algorithm

start.

The subroutine definition statement of PTRIAL is

SUBROUrINE PTRAL (N, XOPT, FOPT, FThIN, FTFN.X, FTFOPT,

ISTOP, ISTOPT, NFEV, KP, IPRINT)

where

N is the dimension of the problem

XOPT is an N-vector containing the coordinates of the point (or possibly

one of the points) where the current best minimum FOPT uas obtained

%1PT)-
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alleviate the efficiency problems connected to the use of the explicit

Euler step on ill-conditioned functions.

It is also recomended to avoid whenever possible to provide func-

tions such that the "typical" values of the function and the coordinates

(rough average values in the region of interest) differ from unity by too

many orders of magnitude. Such a care is generally advisable due to some

numerical values adopted in the FORTRUN implementation, for example to

avoid overflow, but may be absolutely necessary when using the driver sub-

routine SIGtl, due to the adopted general purpose default values for some

input data, for example the stopping tolerances.

3.5.2. The Output Subroutines.

Apart from the output parameters in the call statement for SIGOt, the

package is designed to be able to perform external output also by means of

the calls to three output subroutines which must be supplied by the user:

PTSEG, PTRIAL, and PTICSUC. The calls are activated according to the value

of the control parameter IPRINT (sect. 3.2).

The subroutine PTSEG is called (if IPRINT > 0) at the end of every

observation period.

The subroutine PTRIAL is called (if IPRINT ) 0) at the end of every

trial.

The subroutine PTKSUE is called only at the end of every sucessful

trial such that an increment occurred in the value KSUC of the maximum numn-

ber of trials which had a uniform stop all at the same (current or past)

value of fOPT; a call to PTKSUC therefore provides the user with the oper-

ationally interesting information that a final success claim would have

!-18-
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3.S. User-supplied Subprograms.

The user oust provide the function RNT which must compute the

value of f() (sect. 1), and the three output subroutines FTSEG, PTRIAL,

PrKSUC. The above subprogram are described below: all non-integer

arguments are double precision (integer arguments are indicated by means

of the FORTRAN implicit type definition).

3.5.1. The function RJNT

FUNCY must return as its value the value at x of the fmction

f to be minimized.

The function definition statement is

DOUBLE PRECISICN FUNCTICN FINCT (N,X)

where

N is the (input) dimension of the problem

X is the (input) N-vector containing the coordinates of the

point x where the value of f is to be conputed.

Note that the function f(j_) should comply with the growth conditions (2.3),

(2.4) 'of (1], otherwise the function must be suitably modified; this may

be performed by simply adding a penalization function, which must be zero

on the region of interest. We note that this device can be used also to

suitably restrict the search region (for example in the case of periodic

functions).

It should be also noted that - although some form of automatic

rescaling is provided by the algorithm - it is certainly advisable to

avoid whenever possible to provide unnecessarily ill-conditioned functions

(for example, due to careless choice of physical units), in order to

-17-



3.4 The Driver Subroutine SIaiAl

In order to both give an exaziple of how to use SI(MA, and to

save the average user the effort of deciding the nu mrical values for

all the input parameters of SIGIA, a driver subroutine SIGMAl is included

in the package. SIGIAl simply calls SIGMA after assigning default values

to a numer of input parameters. The subroutine definition statement is:

SUBROUJTINE SIGMAl (N, X0, NSUC, IPRINT, MU~IN, FMEN, NFEV, 101ff)

where the parameters have the same meaning as in SIGIA.

All the other input parameters of SIGMA are assigned default

values within SIGMAl as follows:

H - 10-10

EPS = 1

DX z10-
9

I RAND = 0

ISEGBR = .0

KPR0 = 0

INPBR - 0

NPMIN - 10

NP\IAX0 - 100

INRIAX - 50

NTRIAL a max(5O,5-NSUC)

TOLREL -103

TOLABS - 10-6

KRASCA - 1 (if N 4S); =300 (if N >5)

XR'IIN(I) _ _104 (I - 1..N

XRIkX (1) . 104 (1 _
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NMIN (say S < NPMIN < 100)

h t lX0 (say 0 < PMXO < 150)

NTRIAL (say NTRIAL > 50 and .rRIAL > S.NSUC)

INPIAX (say 30 < INPMAX < 100)

The following parameters have a marked effect on package performance

and computational effort:

INHP, NTRAJ, ISEGBR, INVBR, NSUC.

The magnitude of the effect roughly decreases from left to right.

In order to avoid untolerable growth of the computation effort or

an unacceptable degradation of the performance, the user is advised to

modify (if needed) the above parameters starting from NSUC, based on

information from the output subroutines (PTRIAL and PTKSUC). Note that

NSUC is the only "free" control parameter of the driver SIG Il (Sect. .4).

The value of KPASCA should be based on possible analytical or

experimental evidence on the ill-scaling of the function f(x). Choose a

small value (say 10) for a badly scaled function, a large value (say 300)

for a very well scaled function. The N-dimensional interval (X IIN, XR MX)

should be as large as possible, consistently with the purpose of avoiding

computation failures (e.g. overflow). Finally we note that due to the

joint operation of the stopping conditions for the trial (see [1], sect.

3.2.8), in order to use only one of the conditions it is sufficient to

put to zero the threshold tolerance (TOLREL or TOLABS) of the other con-

dition. Suggested default values of most input parameters are provided

in the driver subroutine SIM4AJ. (sect. 3.4).

-15-
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DUMIN is an output N-vector containing the coordinates of the point

(or possibly one of the points) where the final value FRIN of

fOPT was found.

FMIN is the final value of the best current minimum function value

NFEV is the (output) total nurber of function evaluations (includ-

ing those used for the conputation of derivatives, and for

the rejected time-integration steps).

IOUT is the (output) indicator of the stopping conditions as follows:

If ICUr -99 a fatal error was detected when performing some preliminary

checking of the input data, and the algorithm was not even started; otherwise

the algorithm was started, and the value of IOUT is the final value of the

of the parameter ISTOPT (an output indicator of the output subroutine

PIMAL, described in sect. 3.5.2.).

Success is claimed by the algorithm it IOUT > 0, i.e. if at least

one of the trials stopped with a positive value of the trial stopping indi-

cator ISTOP (described in sect. 3.5.2) and no lower value for fOPT was

found in the following trials.

3.3. Some Guidelines for the Choice of the Input Parameters.

Proper operation of the package should be almost independent of

IRAND, KPBRO (and X). The performance of the package should not be too

sensitive to H, EPS, DX, since these are initial values of variables

*which are adaptively controlled by the program.

The following parameters are expected to have little effect on the

performance, as long as they belong to wide "insensitivity" bounds:

-14-
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XRIIN, XRMAX are input N-vectors dc fIning an admissible region for the

x-values, within which the function values can be safely com-

puted (see [1], sect. 3.2.11, where XMiN(I), XMtMUX(I) are

called INiAX).

KASCk is the (input) minimum number of observation periods, before

the scaling procedures are activated (Kasca

IRANM is a control (input) index for the initialization of the

random number generator:

if IRAND > 0 the generator is initialized before starting

the trial Kt with seed IRAND + Kt-1;

if IRAND 4 0 the generator is initialized (writh seed 0) only

at the first call of SIUMA.

I? P is used to control the number NH ("duration") of time integra-

tion steps for observation period Kp as follows:

if IN P - 1, NHP - 1 + [log 2 (K%)], ("short" duration)

if INHP - 2, NHP - [ ] ('"ediun" duration)

if INHP a 3, NHP - KP ("long" duration),pP

where [x] is the greatest integer not greater than x.

IPRINT is an input control index used to control the amount of printed

output by controlling the calls to the user-supplied output sub-

routines PTSEG (end-of-segment output), PTRIAL (end-of-trial out-

put), and PTKSUC (end-of-trial output related to the count of

successful trials), described in sect. 3.5.2..

if IPRI'T < 0 no call to the print subroutines

if IPRINT - 0 call only PTRIAL and PTKSUC

if IPRINT > 0 all the print subroutines are called.

-13-
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to a default value (NTRAJ - 7), and if the..input value is

outside the interval (3,20) NTRAJ is set to the nearest

extreme value).

ISEGBR, KPBR0, INKPBR are the parameters Ib, Kpo, ,$ which determine

which one of the simultaneous trajectories is to be branched

(see [1], sect. 3.2.6). (Note however that if one of the in-

put values is zero, the corresponding variable is set to a

default value: ISEGBR a (1+NTRAJ)/2, (FORTRAN integer divi-

sion), INKPBR - 10, KPBRO = 3; if the input value for ISEGBR

is outside the interval (1,NTRAJ), ISEBGR is set to the nearest

extreme value; and if KPBR0 has a value not inside the interval

(1,INKPBR), it is assigned the sane value modulo INPB.R).

NRIIIN is the (input) minimum duration of a trial, i.e. the minimum

number of observation periods before checking the trial stopping

condition.

NPWAX0 is the (input) initial value (i.e. for the first trial) for

the maximum duration of a trial, i.e. for the maximum accept-

able number N1 AX of observation periods in a trial (N

INM,, WX is the (input) increment for MR1AX, when NIMAX is varied from

one trial to the following one.

NSUC is the (input) number of successful trials (with the same final

value fOPT' see sect. 1) after which the comvutation is

stopped (Nsuc).

NTRI.AL is the (input) maximum allowed number of trials, after which

the computation is stopped (NMIAL).

TOLREL and TOLABS are the (input) relative and absolute tolerances for

stopping a single trial (TREL, T ABS, see [1), sect. 3.2.8).

-12-
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N, X0, H, EPS, DX,

IRAJ, ISELA, KPBRO, INRKBR,

NPMIN, NIMAX0, INIAX,

NSUC, NTRIAL, TOLREL, TOLABS, XMIN, XI4AX

KPASCA, IRAND, INHP, IPRIn'

SIkA returns to the calling program the output parameters

NTRAJ, ISEGBR, KPBR0, INKPBR,

WIN, WIN, NFEV, IOUT

The call parameters are described in the next section.

We note that the SIIA package gives the user the possibility of

obtaining - during algorithm evolution - the values of a number of

other parameters by means of the output subroutine (to be supplied by

the user) uhich are described in sect. 3.5.2. The parameters are

lT, NF, XOPT, FOPT

XPIIN, FPFIIN, FPFMAX, FTFMIN, FrFTAX, FTFOPT

ISTOP, ISTOPT, KSUC

and are described in sect. 3.5.2.

3.2. Description of the parameters of the call statement for SIIA.

N is the problem dimension (number of coordinates of a point

X0 is an N-vector containing the initial values of the x-variables

H is the initial value of the time integration steplength.

EPS is the initial value of the noise coefficient

DX initial value of the magnitude of the discretization increment

( x) for computing the finite-differences derivatives.

N7RAJ is the number of simultaneous trajectory segments .

(Note however that if the input value is zero, NTRXJ is set

-11-
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3. USAGE

In order to use the package the user must provide:

a) a driver program which calls the principal subroutine SIIA,

b) a set of four auxiliary subprograms (to compute the function

f(j and to output the results).

The CALL statement for SIGIA is described in sect. 3.1, the para-

meters of the CALL statement are described in sect. 3.2. Some guidelines

for the choice of the values of the input parameters are given in sect.

3.3. A sample driver subroutine (SIG14A) which calls SIGMbA is described

in sect. 3.4: such a subroutine assigns default values to a nunber of

input parameters to SIGMA: it has therefore a considerably lower number

of input parameters, and can be used as an easy-to-use driver for the

average user. The user-supplied subprograms are described in sect. 3.5.

3.1. Call to SIGIA

The call statement is

CALL SI(24A (N, X0, H, EPS, DX,

NTRAJ, ISEGBR, KPBP0, INKPBR,

NPMIN, NPI4AX0, INPMAX,

NSUC, NTRIAL, TOLREL, TOLABS, XRm[N, XPVX,

KPASCA, IRAND, INHP, IPRINT,

* XIN, 'I IN, NFEV, IOUT)

The program calling SIGA must set the input call parameters

-10-
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